
Chapter 2

The quantized field

We give here an elementary introduction to the quantization of the electromag-
netic field. The material given in the notes goes beyond what has been presented
in the lecture (WS 16/17). There is optional material marked in smaller charac-
ters. We start with the free field, introduce its Hilbert space and field operators
and discuss then a few examples: vacuum energy and the spontaneous emission
rate of excited atomic or molecular states.

A few general remarks. The procedure followed here is also called “second
quantization”. This refers, taken literally, to the quantum mechanics of a many-
body system where “first quantization” corresponds to introducing operators x̂,
p̂ for a single particle (or equivalently: introducing a wave function  (x)). The
second-quantized theory then promotes the wave function to an operator  ̂(x).
We see this procedure at work in electrodynamics where the starting point is a
“classical field theory”. The result is the same: the fields E(x, t), B(x, t) will be
replaced by operators (denoted with carets = “hats”).

In the modern language of quantum field theory, any physical object is de-
scribed by a suitable field operator. Photons appear in the quantized Maxwell
fields. For electrons, the Schrödinger equation is quantized (either in its rel-
ativistic form, the Dirac equation, to describe high-energy electrons, or in the
non-relativistic form, to describe a many-electron system like in a solid).

There is an analogue of “first quantization” (or its “reverse” = going to the
classical limit) in electrodynamics: the passage to geometrical optics.

Statements from Cohen-Tannoudji & al. (1987). (A reminder of some subtle
points.) The electromagnetic field is not the wave function for the photon because the
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equation of motion contains a source term = photons can be created and annihilated.
You can postulate that the electromagnetic energy is the Hamiltonian of the quantum

theory, with the conventional commutation relations. The Heisenberg equations of mo-
tion then give the Maxwell–Lorentz equations. But this short-circuits the identification
of canonically conjugate coordinates in the classical Maxwell theory (incl the freedom
of gauge).

The positive-frequency part of the electromagnetic field operator is well-defined only
for the free field. Sources potentially mix positive and negative frequencies.

2.1 Lecture 13 Dec 16

2.1.1 Key words

Mode expansion of the electric field: mode functions f(x) with space depen-
dence, solution to classical electrodynamics. Different sets of mode functions are
possible: plane waves, spherical harmonics, Gauss-Laguerre modes for beams,
optical fibre modes etc. For plane waves (used here), the label  = (k, �) collects
the k-vector and a polarization index (two directions transverse to k)

Mode amplitudes q(t) carry the time dependence (as in classical electrody-
namics) and become quadrature operators. The magnetic field amplitude p(t)

provides the second quadrature (operator).
Hilbert space of modes: the modes span an infinite-dimensional space of field

configurations which is a Hilbert space. This concept could have been introduced
in classical electrodynamics, there is nothing specifically ‘quantum’ here. But the
Hilbert space of the quantized electromagnetic field is much bigger (it is called
the Fock space).

Transverse vector fields: have zero divergence r · E = r · f = 0 – because
we start with the ‘free field’, no charges, no currents. In Fourier space (for plane
waves), one has k · f = 0, hence the name ‘transverse’. (Longitudinal fields are
related to the scalar potential and are created by charges.)

Fock space: is constructed by annihilation and creation operators. For each
mode , one constructs from the quadratures the operators a and a

†
. They

are the exact analog of the ladder operators a, a
† of the quantized harmonic

oscillator. Their commutation relations are
h
a, a

†
0

i
= �(,0) = �(k� k

0)���0 (2.1)
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(This reduces to an ordinary Kronecker �kk0 when the modes are computed in a
finite ‘quantization volume’ where the allowed k-vectors are discrete.)

The Fock-Hilbert space contains ‘sectors’ which are labelled by their photon
number. Photon number operator

N =
XZ

d a†a (2.2)

where sum and integral mean:

XZ
d =

Z
d3
k
X

�

(2.3)

and � is the polarization index per k-vector.
Vacuum state: has zero photons, denoted |0i or |vaci. One must postulate

that this state exists. By convention, one can also set its energy to zero. (But see
the discussion of the vacuum energy density below.) The annihilation operators
map the vacuum state to the zero vector:

a|0i = 0 (2.4)

where 0 is not the vacuum state. It is not even a physical state because it has
norm zero. It is easy to check that N |0i = 0, too, consistent with the idea of a
zero-photon state.

One-photon states: apply creation operators to the vacuum

a
†
|0i = |1i = |i (2.5)

Show that [N, a] = �a: this is the operator expression of the statement that the
operator a annihilates one photon. There is an infinite number of one-photon
states (countable or not, depending on the choice of mode functions), and this
sector is closely related to the classical Hilbert space of electrodynamics.

Two-, three-, ... photon states: apply more creation operators. For example
two-photon states

a
†
a

†
0 |0i = a

†
|10i = |110i ,  6= 

0 (2.6)

When the same operator is applied twice, one gets a different normalization
factor

(a†)
2|0i =

p
2 |2i (2.7)
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The number 2 is called the ‘occupation number’ of this mode. This equation is
somewhat tricky for a continuous set of modes, see mathematical details below.

Tensor product structure with infinitely many factors: take a countable set of
modes 1, . . ., . . .

a 7! 1 ⌦ . . .⌦ a ⌦ . . . (2.8)

Similarly, a generic many-photon state can be characterized as a tensor product
of one-mode-states with occupation numbers:

| i = |n1i ⌦ . . . |ni ⌦ . . . (2.9)

Energy. For each mode, the operator a†a in Eq.(2.2) above counts the num-
ber of photons (its eigenvalues are the positive integers 0, 1, . . ., as in the har-
monic oscillator). Hence the simple picture that ‘one photon carries one energy
quantum h⌫ ’ gives the following operator for the total field energy

Ĥ =
XZ

d h̄! a
†
a (2.10)

where ! is the (angular) frequency of the mode. (Note that this is a ‘classical’
or ‘wave’ quantity.)

Span the Fock space. The entire Fock space is taken as the ‘closure’ of all
these states by linear combinations. One may combine different one-photon
states: this gives states with specific spatial features like cavity modes. But also
superpositions of different photon numbers are possible.1

2.1.2 Exkurs: scalar product

(mathematical complement, see also Wikipedia on ‘Fock space’ and the
Chapter ‘Fock Spaces’ by Stéphane Attal, Université de Lyon 1, France
http://math.univ-lyon1.fr/%7Eattal/chapters.html)

A Hilbert space is defined as a complete vector space with a scalar product. In the
Hilbert space of classical fields, for example, we can define a scalar product in the form

(F|G) =
Z
dV F⇤ ·G (2.11)

1And sometimes discarded by a ‘superselection rule’. This is problematic, however, if one takes
the state generated by a classical source of photons like a radio antenna. See the discussion of
coherent states later.
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where the ordinary scalar product is integrated over space. The complex conjugation
is not needed for classical fields which are real, but it is convenient for complex mode
functions like plane waves or circular polarization.

In the Fock space of quantum field theory, we define the scalar product h |�i by the
following properties:

(0) The vacuum state has norm unity h0|0i = 1.
(1) States in different photon sectors are orthogonal, in particular h0|1i = 0.
(2) In the one-photon sector, we can identify a generic state with a set of plane-wave

amplitudes ↵() = ↵�(k):

|↵i =
XZ

d↵�(k)|1i =
XZ

d↵�(k)a
†
|0i (2.12)

The scalar product in the one-photon sector is then

h�|↵i =
XZ

d�⇤
�(k)↵�(k) = (B|A) (2.13)

(Exercise: check that this is consistent with the commutation relation (2.1).) This is sim-
ply the scalar product (2.11) in the classical Hilbert space, using the Parceval-Plancherel
formula for Fourier transforms and the definitions for the (complex) fields (e�(k) is a
normalized polarization vector)

A(x) =
XZ

d↵�(k)f(x) (2.14)

f(x) =
e�(k) exp(ik · x)

(2⇡)3/2
(2.15)

and similarly for B(x). – We note in particular that the one-photon states a
†
|0i are

actually not normalizable, in the same way as plane waves are not. Only wave packets
are physical states.

A generic many-photon state is represented by a function ↵(1 . . .n) that is sym-
metric under any permutation of its arguments (superscript (n) for ‘state in n-photon
sector’)

|↵i(n) =
XZ

d1 . . . dn ↵(1 . . .n)|11 . . . 1ni =
XZ

d1 . . . dn ↵(1 . . .n)a
†
1

. . . a
†
n
|0i

(2.16)
This is so because the creation operators commute among themselves. The scalar prod-
uct between two such states is

(n)h�|↵i(n) =
XZ d1 . . . dn

n!
�
⇤(1 . . .n)↵(1 . . .n) (2.17)

With this formula, you can check how the norm of the two-photon state changes (con-
tinuously), as two modes become identical (the limit 0 !  in the previous section). In
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this discussion, one gets a reasonable answer only if one works with normalizable states.
A simple example could be a one-dimensional model with spatially localized ‘pulses’ that
are shifted one relative to the other, while keeping the same shape (gaussians are easiest
to work with). But a polarization rotation would also do the job.

In this formalism, the Fock space is identified with a space of symmetric functions of
several arguments, taken from the same ‘classical’ position space. In this way, one can
connect one-photon states with ‘classical fields’ – although the corresponding states are
complex fields. And for two-photon states, we may introduce a symmetric function

Eij(x,y) = Eji(y,x) (2.18)

which is ‘doubly transverse’: @Eij/@xi = 0 = @Eij/@yj (summation over i or j). Funnily
enough, the literature contains a quite long discussion about the question: ‘What is the
wave function of the photon?’, see Białynicki-Birula (1996).

2.1.3 The observables of quantum electrodynamics

This section gives the key formulas for the operators of the quantized electro-
magnetic field. There are some details not covered in the lecture whose expla-
nation can be found from Sec.2.5. A is the vector potential, and E = �@tA,
H = (1/µ0)r ⇥ A as in classical electrodynamics. The scalar potential is not
needed for the free field.

Plane wave modes. For completeness, we give here the plane-wave expansion
for the field mode functions. These are complex, and therefore they are normal-
ized according to (scalar product of Eq.(2.11))

Z
d3
x f

⇤
(x) · f0(x) = (f|f0) = �0 (2.19)

This can be ensured with the choice

f(x) =
1p
V
ee

ik·x (2.20)

where V is the volume of the box with periodic boundary conditions, k is a
discrete wave vector: it increases in steps of 2⇡/V 1/3 for a cubic box. And e

is a ‘transverse’ polarization vector with the property k · e = 0. There are
two mutually orthogonal choices of polarization for a given k. (These can be
complex, describing circular polarization.) The frequency of this mode is ! =
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|k|/p"0µ0 = c|k|, as in classical electrodynamics. The magnetic field is oriented
along k⇥ e ⌘ (!/c)h.

Finally, the quantized vector potential, electric and magnetic fields are given
in terms of the following plane wave expansion

A?(x, t) =
X



s
h̄

2"0!V

⇣
ee

i(k·x�!t)a + h.c.
⌘
. (2.21)

E?(x, t) =
X



s
h̄!

2"0V

⇣
iee

i(k·x�!t)a + h.c.
⌘
. (2.22)

H(x, t) =
X



s
h̄!

2V µ0

⇣
ihe

i(k·x�!t)a + h.c.
⌘
. (2.23)

Sometimes, you may encounter these formulas without the factor i. Then the
operators iak� are being used instead, but they have the same commutation re-
lations. Note that Eq.(2.22) gives only the ‘transverse’ part of the electric field.
The ‘longitudinal’ part, �r�, is determined according to (2.77) by the charge
density:

�(x) =
1

4⇡"0

Z
d3
x
0 ⇢(x0)

|x� x0| (2.24)

This relation holds if we choose the electromagnetic potentials with the gauge
r ·A = 0 (Coulomb gauge). The scalar potential is then ‘enslaved’ by the matter
operators, it is not a dynamical degree of freedom of the quantized field.

Note: A useful shortcut to derive the prefactors in Eqs.(2.21–2.23) is the
following: for each mode, match the energy density 1

2
"0E

2+ 1

2
µ0H

2 to the photon
energy per quantization volume, (h̄!/V )(a†a + 1

2
). In free space, the electric

and magnetic energy densities are equal. Average over the spatial oscillations in
E

2 for simplicity.

Interaction with matter

If we keep the interaction with matter in the description, there is one additional
term in the Hamiltonian (density), �j ·A. To be precise, we need in the Coulomb
gauge the transverse current j? – in this way the theory becomes gauge invariant
with respect to gauge transformation allowed under the Coulomb gauge (A0 =

A+r� with r2
� = 0).

The interaction Hamiltonian with the transverse current takes the following
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form in the quantized theory:

Hint = �
Z
d3
x j

?(x) ·A(x) (2.25)

= �
X

kµ

s
h̄

2"0!kV

n
akµekµ · j?⇤

k + h.c.
o
, (2.26)

where j?,k is the spatial Fourier transform. It is, of course, also possible to work
with the electric dipole interaction:

Hint = �
Z
d3
xP(x) · E(x) (2.27)

where P(x) is the ‘polarization’ field due to matter (a density of dipoles). The
gauge transformation that leads to this formulation can be understood as a
unitary transformation in the quantized field theory (see the book by Cohen-
Tannoudji & al. (1987) for a discussion).

2.2 Lecture 17 Jan 17

Blackbody radiation
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(left) Spectrum of Sun compared to 5777 K black body
(right) The cosmic microwave background radiation observed today is the

most perfect black-body radiation ever observed in nature, with a temperature
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of 2.72548(57)K (note the precision of the measurement). It is a “snapshot”
of the radiation at the time of decoupling between matter and radiation in the
early universe. Prior to this time, most matter in the universe was in the form of
an ionized plasma in thermal, though not full thermodynamic, equilibrium with
radiation.

Calculation of energy density in thermal state: density operator ⇢̂ in discrete
mode basis.

Different modes are not correlated, average occupation number per mode:

ha†a0iT = n̄(!)�(,
0) (2.28)

with Bose-Einstein distribution: this is a result of combining ordinary (‘classical’)
Boltzmann statistics with the discrete energy packets of the photons.

(Total) Energy density after summation over modes

u(T ) = h"0
2
E

2 +
µ0

2
H

2iT

= (· · ·)
1Z

0

d! !2
h̄!

2
(2n̄(!) + 1) (2.29)

identify the integrand as spectral density: temperature-dependent part = Planck
spectrum

u(!, T ) =
h̄!

3

2 · · · c3 (eh̄!/kBT � 1)
(2.30)

Remarks: vacuum energy, Lamb shift, Casimir energy
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2.3 Lecture 23 Jan 18

Spontaneous decay, as computed by Dirac in 1927 (Dirac, 1927). Sketch of
composite system: “atom/molecule coupled to quantized radiation field”.

Electric dipole vs minimal coupling interaction

V =

8
<

:
�d · E(xA) el. dipole (long wavelengths only)
� e

mp ·A(r) + e2

2mA
2(r) minimal coupling (for one-electron atom)

(2.31)
Minimal coupling involves electron momentum p and position r observables and
the vector potential A. Is an example of a ‘gauge symmetry’: a gauge transfor-
mation of the electromagnetic potential plus a local phase transformation of the
quantum mechanical wave function leaves the ‘canonical momentum’ p � eA

invariant.
Fermi’s Golden Rule: inverse lifetime (decay rate) of excited state

1

⌧e
= �e =

2⇡

h̄

X



|hg1|V |e0i|2 �(h̄! � (Ee � Eg)) (2.32)

Discussion of quantum states: ‘one photon appears’.
Evaluate matrix element and perform summation (integral) over all photon

energies, directions, and polarizations:

1

⌧e
= . . . =

|dge|2
3⇡"0h̄

1Z

0

d!
!
2

c3
�(! � !A) =

|dge|2!3

A

3⇡"0h̄c3
(2.33)

Discussion:
Typical number ⌧e ⇡ 10 ns, much longer than period 2⇡/!A corresponding to

transition frequency.
Dimensionless ratio �e/!A / ↵

3 (fine structure constant) very smaall: ‘atom
is an oscillator with very high quality factor’, is weakly damped.

Energy h̄�e = h̄/⌧e = uncertainty (width) of excited state(s), thick line in
energy level diagrams.

Power h̄!A�e of spontaneously radiated photons, (semi)classical picture with
radiation from oscillating dipole: this power does not involve h̄ explicitly.
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Dirac’s calculation of spontaneous decay

Initial state of atom and field: | (0)i = |ei ⌦ |vaci = |e, vaci. Ansatz for later
times:

| (t)i = ce(t)|e, vaci+
X



c(t)|g, 1i (2.34)

where  = (k, µ) is a shorthand for the momentum and polarization quantum
numbers of one-photon states. We shall solve the time-dependent Schrödinger
equation with perturbation theory (see Sec.1.11.4) The result is that the excited
state decays spontaneously and in an approximately exponential manner: the
probability pe of finding an atom in its excited state follows the rate equation

dpe
dt

= ��epe, �e =
|d|2!3

A

3⇡"0h̄c3
(2.35)

where d = hg|d̂|ei is the matrix element of the electric dipole operator (the
“transition dipole”) and !A the Bohr frequency.

Outline of the calculation. The initial condition in the atom+field state (2.34)
is | (0)i = |e, vaci. Equation of motion for the amplitudes in the interaction
picture

ih̄@tce(t) = he, vac|Hint(t)| (t)i (2.36)

involves interaction Hamiltonian

Hint = �d · E(rA) = �
⇣
dge� + d

⇤
ge�

†
⌘X



E(!)
⇣
e e

ik·rAa + h.c.
⌘

(2.37)

with the time dependence Hint(t) given by the free evolution of the atom and
field operators. We require the matrix element

he, vac|Hint(t)|g, 1i = �he, vac|d⇤
ge�

† ei!At
X

0
E(!0)e0 eik

0·rAa0 e�i!0 t|g, 1i

= �d
⇤
ge · eE(!) e

ik·rA ei(!A�!)t =: h̄g e
i(!A�!)t (2.38)

The other operators do not contribute to this matrix element. A similar calcula-
tion gives the equation of motion

i@tc(t) = g
⇤
e

�i(!A�!)tce(t) (2.39)

To proceed, we use time-dependent perturbation theory, similar to
Sec.1.11.4. To lowest order, the amplitudes in the interaction picture are con-
stant:

ce(t) = c
(0)

e (t) + c
(1)

e (t) + . . .

= c
(0)

e (0) + c
(1)

e (t) + . . . (2.40)
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We can insert the initial value c
(0)

e (0) = 1 and integrate Eq.(2.39) to get at first
order

c(t) = c
(0)

 (t)
| {z }

0

+ c
(1)

 (t) + . . .

c
(1)

 (t) =
g
⇤


!A � !

⇣
e�i(!A�!)t � 1

⌘

= i g⇤ e
�i(!A�!)t/2 sin(!A � !)t/2

(!A � !)/2
(2.41)

One possible definition of the spontaneous decay rate is now (see ‘Refine-
ments’ below for an alternative definition):

�e =
prob of finding atom in |gi

t
(2.42)

=
1

t

X



|c(t)|2

The probabilities are summed over the modes, using the fact that these are dis-
tinguishible states of the field. Insert the expression for the coupling constants
g and integrate over all modes ( = (k,�))

1

t

X



|c(t)|2 =
V

t

Z d3
k

(2⇡)3
X

�

|d⇤
ge · ek�|2|E(!)|2

sin2(!A � !)t/2

(!A � !)2/4

Polarization sum X

�

|d⇤
ge · ek�|2 = |d⇤

ge|2 � |d⇤
ge · k̂|2 (2.43)

Angular integral Z
d⌦(k̂)|d⇤

ge · k̂|2 =
4⇡

3
|d⇤

ge|2 (2.44)

gives

�e =
8⇡V

3t
|d⇤

ge|2
1Z

0

k
2dk

(2⇡)3
h̄ck

2"0V h̄
2

sin2(!A � ck)t/2

(!A � ck)2/4

=
8⇡|d⇤

ge|2

3(2⇡)3t

1Z

0

!
2d!

c3

!

2"0h̄

sin2(!A � !)t/2

(!A � !)2/4
(2.45)

Limit of short times: expand the sin and get � ⇠ t. The coefficient involves
a divergent integral over !3, however. This must be cut off at high frequencies
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where the atom-field coupling in this form is no longer valid. This regime may
be called the “quantum Zeno effect”: by (not) observing the atom in the ground
state, the excited state “freezes” and does not decay. In practise, this measure-
ment requires such short times that it cannot be done.

2 4 6 8 10 12
ΩAt

1

2

3

4

Γ!t"#Γ!#"

Ωc $ 3 ΩA !gauss"

Ωc $ 3 ΩA !rect"

Ωc $ 3 ΩA !dP#dt"

Figure 2.1: Time-averaged decay rate �(t) for spontaneous decay, defined in
Eq.(2.42) and calculated from Eq.(2.45). The Zeno effect corresponds to short
times where �(t) ! 0. At large times, convergence to a constant decay rate
�(1) = �e. Black: sharp cutoff frequency !c, blue: gaussian cutoff with the
same area, gray: definition of decay rate by the time derivative of P = pg(t),
sharp cutoff.

Limit of larger times: not too large because the perturbation theory breaks
down. One uses the approximation

sin2(!A � !)t/2

(!A � !)2/4
⇡ 2⇡|t| �(!A � !) (2.46)

Note that this removes the factor 1/t to get from Eq.(2.45) the constant decay
rate

�e ⇡ 2⇡ · 4⇡|d⇤
ge|2

2

3(2⇡)3
!
3

2"0h̄c3
=

|he|d|gi|2 !3

A

3⇡"0h̄c3
(2.47)

which is the result found by Dirac in 1927. The time-dependent decay rate �e(t)
with a sharp cutoff at !c in the frequency integral is illustrated in Fig.2.1. One
sees that the constant value �e(1) [given by Eq.(2.47)] is reached on a time
scale given by roughly 1/!c where the !c is the cutoff frequency. At large cutoff,
the deviation from the constant is larger: there is in fact a contribution ⇠ !

2

c/t.
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This ‘algebraic tail’ is probably an artefact of the step-like switching-on of the
atom-field interaction.

The transient time over which the decay rate rises to its stationary value can
be identified with the correlation time of vacuum fluctuations – in so far these
couple to the atom. This correlation time is short (of the order of the inverse
frequency cutoff 1/!c or the optical period 1/!A), meaning that the vacuum
fluctuations behave approximately as “white (quantum) noise”. The noise is
quantum because the ground state remains stable (at zero temperature), only
the excited state decays.

There is a relation between the correlation time (defined from the autocorrelation function
hEi(x, t + ⌧)Ej(x, t)i) and the spectrum of vacuum fluctuations (this is called the Wiener-
Khintchine theorem). The correlation time is defined as the time scale ⌧c on which the
autocorrelation decays to zero (it factorizes, but we consider here a state where the averages
hEj(x, t)i are zero). The spectrum is the Fourier transform of the autocorrelation (there are
different conventions for the sign of the exponential here)

Sij(x;!) =

Z
d⌧ e�i!⌧ hEi(x, t+ ⌧)Ej(x, t)i (2.48)

Now there is an “uncertainty relation” between the frequency width �! of the spectrum
Sij(x;!) and the correlation time ⌧c ⇠ 1/�!. In other words: if the field has a short
correlation time, then its spectrum is broad band. In the limit of a flat spectrum, one speaks
of white noise, and the correlation time becomes arbitrarily short. The “quantum noise” one
encounters in quantum optics is nearly white. Many measurements and processes happen
on time scales larger than ⌧c where spontaneous emission happens at a constant rate.

Semiclassical short cut. The spontaneous decay rate can also be found in a
semiclassical picture: if one models the excited atom by a classical dipole with
complex amplitude dge and frequency !A, dsc(t) = dge e�i!At, then the power
radiated by this dipole (a classical result of electrodynamics) can be written as
the product

Prad =
|dge|2!4

A

3⇡"0c3
= h̄!A�e (2.49)

The decay rate thus corresponds, in this picture, to the time for radiating an
energy equal to one photon energy. This shortcut “explains” why the decay rate
�e involves the factor 1/h̄. The picture does not capture the fluctuations of the
radiation field emitted by the atom. It is also easy to see that the average value
of the field (operator) actually vanishes in the state | (t)i of Eq.(2.34), although
the average Poynting vector is nonzero.
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Refinements. This calculation can be refined in several ways.
Our definition of the decay rate �e(t) is a “time average” (we divide by the

observation time t in Eq.(2.42)). One could equally well compute the derivative
d/dt

P
 |c(t)|2 which gives a slightly different picture.

The distinction between “short” and “long” times cannot be avoided. At short
times, the evolution can be corrected by taking into account non-resonant parts
in the atom+field state, i.e. including terms |e, 2i and, of course, atomic states
other than the two levels |gi, |ei. All these states appear beyond the resonance
approximation.

A frequency cutoff is systematically used to regularize the divergent integrals.
(Other techniques like “dimensional” or “⇣-function regularization are also avail-
able.) This can be justified on physical grounds, since the atom will not react to
high-frequency fields, the fields are not constant across the atom’s size etc. In
condensed-matter theory, cutoff frequencies are related to the nature of the en-
vironment (phonons in a solid instead of free-space photons) and estimates are
available.

The perturbation theory is only valid for short enough time: clearly, as soon
as the probability �et ⇠ 1, it must break down. Calculations that go beyond
are based, e.g., on the resolvent operator for the atom+field Hamiltonian. The
unstable state |e, vaci appears in this context as a resonance, i.e., a pole of the
resolvent operator at a complex-valued energy

Ee ⇡ h̄ (!A + �!A)� ih̄�e/2 (2.50)

whose real part contains the Lamb-shift �!A and whose imaginary part the decay
rate. With this “pole approximation”, the time-dependent Schrödinger equation
is solved with a damped exponential

ce(t) ⇡ ce(0) e
��ete�i�!At (2.51)

which is valid even at long times (�et � 1). Technically, one can compute the
resolvent by inserting the solution for c(t) [Eq.(2.41)] into the equation for
ce(t) [Eq.(2.36)]. The result is an integro-differential equation of motion that
can be solved with a Laplace transformation. The complex energy (2.50) is a
pole of the Laplace transform of ce(t). In general, one also finds other poles
and/or branch cuts. These lead to a non-exponential decay, either by adding
extra decay constants or even an algebraic term (a power law in 1/t).
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2.4 Photons and the quantum vacuum

This section presents in a more coherent way the programme we followed in WS
16/17 on field quantization.

2.4.1 ‘Photons’

The quantized description of the electromagnetic field allows us to give a more
precise meaning to the word ‘photon’:

A photon is an excitation of a mode of the field.

We have seen that the quantized field reduces to a collection of harmonic oscilla-
tors, one for each mode. As we know from the harmonic oscillator, its stationary
states are labelled by non-negative numbers n = 0, 1, . . .. One says that in these
states, the mode contains ‘n photons’. The creation operator a† whose action on
these states is a†|ni / |n+1i, thus ‘creates one photon’. This picture is consistent
with the assumption (dating back to Einstein (1905)) that photons correspond
to ‘energy packets’ of h̄!k of the electromagnetic field. If a plane wave mode
expansion is used, we can also say that the momentum of a photon is h̄k, as we
know from de Broglie (1926) or from the Compton effect.

It is however possible to use different mode expansions for the same field.
For example, we could have used an expansion in terms of spherical vector har-
monics which differs from the plane wave expansion by a (infinite-dimensional)
unitary transformation. A single-photon state in the plane wave basis thus be-
comes a superposition of single-photon states in infinitely many spherical modes.
Conversely, a ‘photon’ in this description would not correspond to a plane wave
(its momentum would not be h̄k), but it would have a definite angular mo-
mentum with respect to the origin. It is even possible to define photons that
are wavepackets localized in time, by superposing plane waves with neighbor-
ing frequencies. This picture allows to describe experiments with ‘single-photon
pulses’. We refer to the exercises to look at these properties in more detail.

Finally, we precall that the computation of a suitable set of mode functions
is a ‘classical’ problem: no quantum theory is needed to state it. Using a cubic
‘quantization’ box, one can show that the plane waves with wave vectors k =

(2⇡/L)(nx, ny, nz)T (ni 2 ) are orthogonal with respect to the scalar product
Z

L3
d3
x f

⇤(x) · g(x). (2.52)
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This is clear for different wave vectors, k 6= k
0. But for a given k, one can also

find two orthogonal polarization vectors "1,2 that give orthogonal modes (the
scalar product "⇤

1
· "

2
is zero). The corresponding magnetic field mode functions

are also orthogonal. The electrodynamics becomes a ‘quantum’ theory only when
the amplitudes of the mode functions become suitably normalized operators.

2.4.2 The Fock-Hilbert space

The Hilbert space of the quantized field is constructed from the mode operators
a and a

†
. The state of lowest energy is called the ‘vacuum state’, |vaci or |0i:

a|vaci = 0 (2.53)

No confusion between the normalizable state |0i and the zero vector 0 in the
Hilbert space. This is why we often prefer to write |vaci.

The ‘one-photon sector’ is spanned by the infinitely many states with one
photon per mode

|1i = a
†
|vaci (2.54)

. . . and so on. A typical state can be labelled by its ‘occupation numbers’
|n1, . . . n, . . .i = |{n}i, it contains n photons in the mode . The so-called
Fock-Hilbert space is generated by taking linear combinations of these basis vec-
tors with complex coefficients. From linear combinatinons with a finite num-
ber of terms, one completes the space by limiting procedures with respect to a
suitable topology (related to the usual scalar product). Since the field theory
ultimately contains infinitely many modes, even labelled by a continuum, the
topological structure can be quite intricate.

The field operators (vector potential, electric and magnetic fields) act be-
tween the N - and N ± 1-photon sectors via the ladder operators a and a

†
 they

contain. Their expectation values in the state |{n}i are thus zero. To get a
nonzero expectation value, one must construct superpositions of number states
with different particle numbers. These states are not stationary in general. In
quantum optics, an example of such states are the coherent states, useful to de-
scribe classical fields or to approximate a laser field. In high-energy physics, one
usually discards such superpositions by a ‘super-selection rule’: one argues that
for massive particles, the rest mass is so large that the relative phase between
the components that differ in particle number varies so rapidly that one cannot
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distinguish, in practice, between a superposition state and a mixed state (to be
described by a density matrix, see below).

2.4.3 Vacuum fluctuations

In the vacuum state, the expectation value hE(x, t)i = hvac|E(x, t)|vaci = 0

because a annihilates the vacuum state and a
†
 can be made to act to the left on

the vacuum state which is annihilated. Note. The same is true for any stationary
(or number) state, see Sec. 2.4.2.

The vacuum fluctuations become visible in the next moment of the field: for
a given mode ,

h̄!

2"0
h(f(x)a(t) + h.c.)2i = h̄!

2"0
|f(x)|2ha(t)a†(t)i =

h̄!

2"0
|f(x)|2(2.55)

in the last step, we have used that a(t) = a(0) e
�i!t. In the case of plane wave

modes, we have |f(x)|2 = 1/V . The sum over wave vectors k and polarization
indices � can be written in the form

hE2(x, t)i =
1Z

0

d!

2⇡

h̄!

2"0
⇢(!) (2.56)

where ⇢(!) is the so-called ‘local density of modes’ (per unit frequency and unit
volume):

⇢(x;!) = 2⇡
X



|f(x)|2�(! � !) =
2⇡

V

X



�(! � !) (2.57)

For the plane wave modes, ! only depends on the magnitude of k, and in the
continuum limit,

X

k

= V

Z d3
k

(2⇡)3
(2.58)

we get after a simple integration

⇢(!) =
2

⇡

!
2

c3
(2.59)

The full vacuum fluctuation of the electric field is then infinite

hE2(x, t)i = h̄

⇡"0c
3

1Z

0

d!

2⇡
!
3 (2.60)
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because the integral diverges at the upper limit. This correlates with an infi-
nite electromagnetic energy density in vacuum (multiply with "0/2 and add the
magnetic component, which doubles the result). This “infinite vacuum energy”
is one of the unresolved problems in physics. “Intuitive cutoffs” at short wave-
lengths, for example, at the Planck scale (10�35 m) give a finite energy density,
but with a value that differs by something like 120 orders of magnitude from the
energy density associated with cosmological observations (including “dark en-
ergy”, “cosmological constants” and so on). A simple discussion of the vacuum
energy problem has been given by Adler & al. (1995).

Exercise. Find a cutoff such that the vacuum energy density equals the ‘crit-
ical density of the Universe’ (the critical mass density is roughly 10�29 g/cm3,
given the current expansion rate of the Universe.)

A finite value can be found, if we compute an autocorrelation function of the
electric field. A similar calculation gives

hE(x, t) · E(x, t0)i =
1Z

0

d!

2⇡

h̄!

2"0c3
⇢(!) e�i!(t�t0) (2.61)

This leads to the integral representation of the �-function in the complex plane
and finally to

hE(x, t) · E(x, t0)i = 3h̄

⇡2"0c
3 ⌧ 4

(2.62)

which is finite for all ⌧ = t� t
0 6= 0. For any finite value of ⌧ , the electric vacuum

energy density is thus of the order of h̄!⌧/�
3

⌧ with the characteristic frequency
!⌧ = 1/⌧ and wavelength �⌧ = c⌧ .

2.4.4 Casimir energy
The Casimir force is the attraction between two metallic mirrors placed in vacuum. It is inter-
preted in terms of the change in the zero-point energy (the famous 1

2 h̄! of the harmonic oscillator
ground state) induced by the presence of the mirrors. We give here an sketch of the calculation
done by Casimir around 1948 [Proc. Kon. Ned. Akad. Wet. 51 (1948) 793].

We consider the ground state energy of the multi-mode electromagnetic field

E0 =
X

k�

h̄!k�

2

that is of course infinite and compare the cases of a planar cavity formed by two mirrors (distance
L) and empty space (i.e., two mirrors infinitely apart). In the first case, we have standing wave
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modes between the mirrors with a frequency

!
(cav) = c

p
K2 + k2n, kn =

n⇡

L

with K
2 = k

2
x + k

2
y and n = 1, 2, . . ., while in empty space,

! = c

p
K2 + k2z

with �1 < kz < 1. We first compute the difference in the electromagnetic mode density per
volume AL where A is the ‘quantization area’ in the xy-plane. We cheat with the polarizations
and multiply by a factor 2:

⇢L(!) =
4⇡

AL

X

K,n

�

⇣
! � c

p
K2 + k2n

⌘

=
2

L

1Z

0

KdK
X

n

�

⇣
! � c

p
K2 + k2n

⌘
(2.63)

The integration over K can be performed with the substitution K 7! c
p
K2 + k2n and gives

⇢L(!) =
2!

Lc2

X

n

⇥(! � ckn) (2.64)

where ⇥ is the step function. It arises because for a given n, there are no modes with frequency
smaller than ckn. The same calculation in the infinite volume gives

⇢1(!) =
2!

c2

1Z

0

dkz
⇡
⇥(! � ckz) (2.65)

The kz integral can of course be performed, but we keep it here to illustrate one of the basic
features of the Casimir calculation: the result originates from the difference between a ‘discrete
spectrum’ (the sum over the kn) and a continuum (the integral over kz).

The Casimir energy is now found as the difference in vacuum energy per area in the space of
length L between the mirrors:

�E = L

⌦Z

0

h̄!

2
(⇢L(!)� ⇢1(!)) (2.66)

We have introduced an upper cutoff frequency ⌦ because the integrals are likely to diverge in the
UV. One of the mathematical difficulties (that we are not going to discuss here) is to what extent
the results depend on the cutoff. At a suitable stage of the calculation, we are going to take the
limit ⌦! 1, of course.

The !-integrals can be performed before the sum over n (the integral over kz), and one gets

�E =
h̄

6⇡c2

2

64
b⌦L/⇡ccX

n=1

�
⌦3 � (ckn)

3
�
�

⌦/cZ

0

dkz
⇡

�
⌦3 � (ckz)

3
�
3

75 (2.67)
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where bxc is the largest integer smaller than x. Introducing the number N = ⌦L/⇡c and the
dimensionless integration variable z = kzL/⇡, this can be written in the form

�E =
h̄c⇡

2

6L3

2

4
bNcX

n=1

�
N

3 � n
3
�
�

NZ

0

dz
�
N

3 � z
3
�
3

5 (2.68)

The difference in brackets is some magic number and equal to �1/120 in the limit N ! 1.
(This is an application of the Euler-MacLaurin formula for sums. An alternative proof is sketched
below.) The Casimir energy of two mirrors is thus equal to

�E = � h̄c⇡
2

720L3
(2.69)

so that the force per unit area is FC/A = �h̄c⇡
2
/240L4: since the energy decreases as L ! 0,

the two mirrors placed in vacuum attract each other.
Note that this result is independent of the nature of the mirrors, as well as their electric

charge. The electromagnetic field only enters inasmuch as its modes give a contribution to the
energy of the vacuum state. Field theorists have computed the contribution to the Casimir energy
from the Dirac electron field, for example. It is small if the mirror separation is large compared
to the Compton wavelength h̄/mc ⇡ 2.5 pm — which is nearly always the case. The Casimir
energy, being attractive, is sometimes thought of a means to ‘stabilize’ a classical model of the
electron (a bag of charge) against the Coulomb repulsion.

Sum minus integral

We use a trick in the complex plane. There is a theorem for functions f and D that are analytical
in a domain limited by the integration contour C:

1

2⇡i

I

C
dz f(z)

d

dz
logD(z) =

X

n

f(zn) (2.70)

where the zn are the zeros of D in the interior of the contour. We will use f(z) = N
3 � z

3 and
choose D(z) such that it is zero for the values zn = n: D(z) = sin(⇡z). The differentiation under
the integral sign gives

NX

n=0

(N3 � n
3) =

1

2

I

CN

dz (N3 � z
3)
ei⇡z + e�i⇡z

ei⇡z � e�i⇡z
(2.71)

We chose an integration contour as shown in fig. 2.2 running from +N above the real axis to 0

and going back to +N below the real axis (the sum over all positive zeros of sin⇡z thus gives the
sum on the left hand side). We are eventually interested in the limit N ! 1. Make the following
transformations on the upper and lower part of the contour:

upper part:
ei⇡z + e�i⇡z

ei⇡z � e�i⇡z
= �1 +

2ei⇡z

ei⇡z � e�i⇡z

lower part:
ei⇡z + e�i⇡z

ei⇡z � e�i⇡z
= 1 +

2e�i⇡z

ei⇡z � e�i⇡z
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integration contour

deformed contour

Figure 2.2: Integration contour for (2.71).

The constants ±1 give for both the upper and lower path an integral over N
3 � z

3 that can be
combined into

NX

n=0

(N3 � n
3) =

Z N

0
dz (N3 � z

3) +

I

C
dz (N3 � z

3)
e±i⇡z

ei⇡z � e�i⇡z

In the second integral, the exponential takes the appropriate sign on the upper and lower parts
of the contour. The first integral on the right hand side is exactly the integral that we have
to subtract in Eq.(2.68). The upper and lower parts of the contour can now be shifted onto
the (positive or negative) imaginary axis because the integrand has no singularities (these are
located on the real axis only). The quarter-circle with radius |z| = N contributes only a negligible
amount because of the e±i⇡z.

Choosing z = ±it on the imaginary axis, we get
I

C
dz (N3 � z

3)
e±i⇡z

ei⇡z � e�i⇡z

= �i

Z 1

0

dt [N3 � (it)3] e�⇡t

e�⇡t � e⇡t
� i

Z 1

0

dt [N3 � (�it)3] e�⇡t

e⇡t � e�⇡t

= �2

Z 1

0

dt t3

e2⇡t � 1

Note that the imaginary parts of the two integrals that involve N
3 cancel each other: we have

finally eliminated the cutoff.
You have encountered the last integral in the context of blackbody radiation. Changing to

the integration variable t
0 = 2⇡t, the integral gives 1/240, so that we have in the end

lim
N!1

 
NX

n=0

(N3 � n
3)�

Z N

0
dz (N3 � z

3)

!
= � 2

240
= � 1

120
(2.72)

as announced in the text.
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2.5 Canonical quantization
The following sections were not treated in WS 16/17.

2.5.1 Fields

Maxwell equations. We want to quantize the vacuum Maxwell equations for
the electromagnetic field. With a given charge and current density, these read

µ0r ·H = 0 "0r · E = ⇢

µ0@tH = �r⇥ E "0@tE = r⇥H� j (2.73)

Introducing the scalar and vector potentials via

µ0H = r⇥A (2.74)

E = �r�� @tA, (2.75)

the left column of (2.73) is identically fulfilled. The Coulomb law then becomes

�"0r2
�� "0r@tA = ⇢ (2.76)

If we impose the Coulomb gauge, r ·A = 0, the vector potential drops out and
the scalar potential is determined by the charge density alone:

�"0r2
� = ⇢ (2.77)

In this gauge, the scalar potential is thus not a dynamical degree of freedom
of the field: its dynamics is ‘enslaved’ by that of the charges. This holds with
suitable boundary conditions such that the homogeneous equation r2

� = 0 has
no nontrivial solutions. In free space, with �(x ! 1) ! 0, we get

�(x) =
1

4⇡"0

Z
d3
x
0 ⇢(x0)

|x� x0| (2.78)

which is a superposition of well-known Coulomb potentials.

Wave equation. We are left with the wave equation for the vector potential

r⇥ (r⇥A) + "0µ0@
2

tA = µ0 (j� "0@tr�) ⌘ µ0j?. (2.79)

89



On the right hand side, we have introduced the ‘transverse current’. Its diver-
gence is zero because of Eq.(2.77) and charge conservation:

r · j? = r · j+ @t⇢ = 0. (2.80)

The name ‘transverse’ comes from the fact that in spatial Fourier components, the
current j?(k) must be perpendicular to k. One also says that the vector potential
in the Coulomb gauge is transverse because r · A = 0. The transversality of
the source term in (2.79) ensures that if A is transverse at one time, it is also
transverse at all later times.

Conservation laws. Charge: @t⇢+r · j = 0.
Energy (Poynting theorem):

@tu+r · S = �j · E (2.81)

u =
"0

2
E

2 +
µ0

2
H

2 energy density (2.82)

S = E⇥H Poynting vector (2.83)

Field momentum and angular momentum: see textbooks, for example Cohen-
Tannoudji & al. (1987).

2.5.2 Plane wave expansion

The canonical quantization scheme starts from the classical theory in its Hamil-
ton formulation. We first identify the field and its canonically conjugate mo-
mentum. For a classical single particle, position x and p = @L/@ẋ from the
Lagrangian do the job. The Lagrangian of electrodynamics is discussed in the ex-
ercises and contains the vector potential A as coordinate and gives as canonical
momentum the electric field (L is the Lagrangian density)

⇧ =
@L
@Ȧ

= �"0E (2.84)

We next have to check (see exercises) that the following expression generates
the Maxwell equations by the canonical equations

H =
Z
dV

 
1

2"0
⇧

2 +
1

2µ0

(r⇥A)2
!

(2.85)
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This is not surprising since we are dealing with the volume integral over the
electromagnetic energy density. Note that we quantize only the free field here
(no charges or currents).

In classical Hamiltonian electrodynamics, the fact that A and ⇧ are canoni-
cally conjugate is expressed by the following Poisson bracket

{Ai(x),⇧j(x
0)} = ��?ij(x� x

0) (2.86)

where �?ij(x� x
0) is the so-called transverse �-function. It acts like the unit oper-

ator on the space of transverse vector fields F:

Fi(x) =
X

j

Z
d3
x
0
�
?
ij(x� x

0)Fj(x
0) (2.87)

while vector fields that are not transverse are projected into the subspace of
transverse fields. The Poisson bracket in Eq-.(2.86) is an integral over (functional
derivatives) with respect to the vector potential and the conjugate momentum
field. More details follow in Section 2.6.

Diagonalize the field energy. In the field Hamiltonian (2.85), the field value
A(x) is coupled to its neighboring values by the derivative. The Hamiltonian is
therefore not in “diagonal form”. But it can be brought into one by expanding
the field in suitable mode functions, with plane waves being a natural choice.
We note that this expansion has nothing to do with quantum field theory: it is
done already at the classical level (when “eigenmodes” of a laser cavity are cal-
culated, for example). The names “quantization volume” and “quantized wave
vector” are therefore ill chosen. Don’t confuse this with the next step where
really quantization happens (see Section 2.5.3).

The complex character of plane waves, combined with the polarization of the
field, leads to some technical difficulties as we see in a moment. We take plane
waves in a box of volume V with periodic boundary conditions, and expand (the
same expansion applies to the momentum field ⇧)

A(x) =
X

k

Ak e
ik·x (2.88)

where the wave vectors k are discrete and have a spacing of the order V
�1/3.

Some simple manipulations then bring the Hamiltonian in the form

H = V
X

k

 
1

2"0
⇧k ·⇧�k +

"0c
2
k
2

2
Ak ·A�k

!

. (2.89)
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We have used that for the Fourier amplitudes of transverse fields, k ·Ak = 0 and
the expression for the speed of light. We recognize here the dispersion relation
in free space !2

k = k
2
/"0µ0 = c

2
k
2.

This already decomposes into a sum over the wave vectors k. Only waves
with k and �k are coupled. The complex number Akµ therefore encodes two
degrees of freedom that are related to the plane waves with wave vectors k and
�k.

The main task of quantization is to replace the fields by operators such that
the Poisson bracket becomes the commutator. Referring to Eq.(2.86), we intro-
duce the plane wave expansion of the transverse �-function:

�
?
ij(x� x

0) =
X

kµ

ekµie
⇤
kµj

V
eik·(x�x0

) (2.90)

where the polarization vectors ekµ are normalized (there are two basis vectors
with k ? ekµ). We have taken complex polarization vectors here, this is useful
for circular polarization and to discuss the spin of the electromagnetic field.

2.5.3 Field operators

Now, quantization. The Poisson bracket {·, ·} is replaced by a commutator
(i/h̄)[·, ·]. For the field and its conjugate momentum, we therefore get

i
h
Âi(x), ⇧̂j(x

0)
i
= �h̄�

?
ij(x� x

0) (2.91)

You know from quantum mechanics I that this commutator provides uncertainty
relations. Recalling that ⇧ is the electric field, we therefore find that it cannot
be measured simultaneously with the vector potential at the same position. The
situation is actually worse because the transverse �-function is not local in space
(see the exercises).

When we insert the mode expansions for A and ⇧ in the commutator (2.91),
we get a (double) sum over k, µ. Comparing each term in the sum to the plane-
wave expansion of the transverse �-function [Eq.(2.90)], we get

i
h
Âki, ⇧̂k0j

i
= � h̄

V
�k+k0,0

X

µ

ekµie
⇤
kµj (2.92)

We implement this commutator by introducing annihilation and creation opera-
tors akµ, a†kµ, see Eqs.(2.100, 2.101) below. Before we look at this expression, let
us step back and simplify the problem.
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Reminder: harmonic oscillator. Let us consider canonical coordinates x and
p with the Hamiltonian (a simplified version of (2.89))

Ĥ =
V

2"0
p̂
2 +

V "0!
2

k

2
x̂
2 (2.93)

We also simplify the commutation relation (2.91) into

i [x̂, p̂] = � h̄

V
(2.94)

To implement this, we try the definitions

x̂ =

s
h̄

2V
�

⇣
a+ a

†
⌘

(2.95)

p̂ =

s
h̄

2V

1

i�

⇣
a� a

†
⌘

(2.96)

This choice is motivated by the fact that both x̂ and p̂ are hermitean operators.
Note that the scale factor � is not specified by the commutation relation. That
one is implemented if we take

� h̄

V

!= i [x̂, p̂] =
h̄

2V

h
â+ â

†
, â� â

†
i
= � h̄

V

h
â, â

†
i

=)
h
â, â

†
i
= 1 (2.97)

The operators â and â
† are known as ladder operators from the quantum me-

chanics I lecture. They are clearly dimensionless, the factor � can hence be used
to give x̂ and p̂ the correct physical dimension. More fundamentally, it provides a
way to simplify (in fact: minimize) the Hamiltonian (2.93). Inserting Eqs.(2.95,
2.96), we get

Ĥ =
h̄

4

✓
� 1

"0�
2
(â� â

†)2 + "0!
2

k�
2(â+ â

†)2
◆

(2.98)

The terms with a
2 and a

†2 drop out from this difference if we choose "0�2 = 1/!k.
This gives (here, the anticommutator is denoted by {·, ·}

+
)

Ĥ =
h̄!k

2

n
â, â

†
o

+
=

h̄!k

2

⇣
2â†â+ 1

⌘
(2.99)

We are going to see that the full electromagnetic Hamiltonian has a similar struc-
ture, with just a sum over wave vectors and polarizations to be added.
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Interpretation: photons and particles. The physical interpretation of this
Hamiltonian in ordinary quantum mechanics is well known: the operator â

†
â

has integer eigenvalues n = 0, 1, 2 . . .. One has a ground state |0i with energy
1

2
h̄!k and excited states with an equidistant spacing h̄!k in energy.

This interpretation is essentially changed in the quantum field theory: the
energy levels are interpreted as the presence of particles (“photons”) in a given
mode of the field, each particle carrying an energy h̄!k. The classical mode fre-
quency is thus translated into an energy: note how the scale factor h̄ postulated
by de Broglie arises from the commutator between the quantum operators. The
equidistant energy levels are a consequence of our assumption that the particles
(photons) are not interacting with each other. The ladder operators of QM I can
now be interpreted literally as “creation” and “annihilation” operators and imm-
plement mathematically the non-conservation of particles. Example: the decay
process of particle “b” into a pair of particles “a” (b ! a+a) is implemented by an
operator product a†2b in the Hamiltonian. This kind of products of more than two
operators are called interaction Hamiltonians: they will be treated systematically
in perturbation theory (and graphically represented by Feynman diagrams).

Creation and annihilation operators

For the full quantum field, we modify the rules (2.95, 2.96) for the canonical
operators to include the polarization label

Âk =

s
h̄

2"0!kV

X

µ

⇣
âkµekµ + â

†
�kµe

⇤
�kµ

⌘
(2.100)

⇧̂k =

s
h̄"0!k

2V
(�i)

X

µ

⇣
âkµekµ � â

†
�kµe

⇤
�kµ

⌘
(2.101)

These expressions are constructed to satisfy the “hermiticity condition” (Âk)† =

Â�k that replaces conventional hermiticity in the simpler example before. The
annihilation and creation operators are postulated to satisfy the following com-
mutation relations (the generalization of (2.97)):

h
âkµ, âk0µ0

i
= 0,

h
âkµ, â

†
k0µ0

i
= �kk0�µµ0 (2.102)
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The commutator
h
Âki, ⇧̂k0j

i
now gets contributions only from the ‘mixed term’

h
âkµ, â

†
�kµ

i
that appears twice. Putting the prefactors together, we find

i
h
Âki, ⇧̂k0j

i
= � h̄

2V
�k,�k0

X

µ

n
ekµie

⇤
kµj + e

⇤
�kµie�kµj

o
(2.103)

The polarization vectors can be constructed in such a way that e⇤�kµ = ekµ (this
works with real vectors or with circular polarization vectors, see the exercises).
Then the two terms in curly brackets combine, and we get exactly what we asked
for in Eq.(2.92).

2.5.4 The observables of quantum electrodynamics

This section gives the key formulas for the operators of the quantized electro-
magnetic field.

Field Hamiltonian

We have now all elements together that we need for field quantization. In the
following, the results are illustrated by working out the basic observables of the
theory: the field Hamiltonian and the field operators, written as mode expan-
sions.

To get the Hamiltonian, we have to add one physical consideration, how-
ever. In which order do we take the operator products that replace the classical
products A2(x) or Ak ·A�k? After all, the Fourier operators need not commute.
(And indeed, they don’t, as Eq.(2.100) shows.) The operator ordering has fun-
damental consequences for the vacuum energy, as we shall see. There are two
conventional choices

— symmetric order |Ak|2 7! 1

2

P
i

n
Âki, Â�ki

o

+

This has the advantage that the Hamilton operator is hermitean by con-
struction.

— normal order |Ak|2 7!
P

i : ÂkiÂ�ki :

Here, the notation : · · · : denotes a re-arrangement of annihilation and
creation operators in such a way that the annihilation operators act first:

: akµa
†
k0µ0 : = a

†
k0µ0akµ. (2.104)
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This has the advantage that in the ground state of the quantum field (all
modes have zero excitations), h0| : Ĥ : |0i = 0. The ground state therefore
has zero energy, and we get rid of potentially divergent zero-point fluctua-
tions. Note that for the normal ordering scheme, we have to know already
what is the ground state.

Let us start with the symmetrically ordered Hamiltonian. Inserting the field op-
erators into the mode expansion (2.89), one gets

Ĥ =
X

k

h̄!k

8
(�)

X

µµ0

n
âkµekµ � â

†
�kµe

⇤
�kµ, â�kµ0e�kµ0 � â

†
kµ0e

⇤
kµ0

o

+

+
X

k

h̄!k

8

X

µµ0

n
âkµekµ + â

†
�kµe

⇤
�kµ, â�kµ0e�kµ0 + â

†
kµ0e

⇤
kµ0

o

+
(2.105)

As in our simple example before, the products of “like” operators âkµâ�kµ0 drop
out of this difference. For the “mixed” products, we observe the orthogonality of
the polarization vectors,

ekµ · e⇤kµ0 = e
⇤
�kµ · e�kµ0 = �µµ0 (2.106)

which brings us to a single sum over polarizations:

Ĥ =
X

kµ

h̄!k

4

✓n
âkµ, â

†
kµ

o

+
+
n
â
†
�kµ, â�kµ

o

+

◆
(2.107)

The second term gives, after the summation, the same result as the first term
because the mode frequency !k does not depend on the sign of k. Hence, we get
a sum over modes as a simple generalization of Eq.(2.99):

Ĥ =
X

kµ

h̄!k

2

⇣
2â†kµâkµ + 1

⌘
(2.108)

We discuss the structure of the Hilbert space (the eigenstates of Ĥ) in Sec.2.4.2.
But the ground state is a transparent concept already at this stage. It is denoted
|0i or |vaci and is defined by the state annihilated by all annihilation operators,

âkµ|vaci = 0, for all k, µ (2.109)

96



This state is called the “vacuum” because obviously, all excitation numbers are
zero: there are no particles. Obivously, the vacuum state is an eigenstate of the
field Hamiltonian (2.108) with an energy

Ĥ|vaci = Evac|vaci, Evac =
X

kµ

h̄!k

2
(2.110)

This (divergent) vacuum energy is discussed in the exercises. We touch here
one of the big open problems in fundamental physics: there are several reason-
able cutoffs that can be taken to make this sum convergent, none of them gives
physically reasonable results. Observable consequences of the vacuum energy
(despite it being divergent, one can extract finite and measurable quantities) are
discussed in Secs.2.4.3, 2.4.4.

Exercise. Show that the Heisenberg equation of motion for the mode operators
akµ has the solution

akµ(t) = akµ e
�i!kt (2.111)

Since this looks like the solution to the time-dependent Schrdinger equation,
this is called a “positive frequency” operator. The creation operator a

†
kµ(t) is a

“negative frequency” operator.

Mode expansion of field operators

We now come back to the operator for the vector potential. We combine the
Fourier operators Eq.(2.100) with the mode expansion to get

Â(x, t) =
X

kµ

s
h̄

2"0!kV

⇣
âkµ(t)ekµ + â

†
�kµ(t)e

⇤
�kµ

⌘
eik·x (2.112)

In the second term, we can use �k as wave vector index. It is then easy to see
that this produces the hermitean conjugate of the first term, bringing the field
operator into a manifestly hermitean form:

Â(x, t) =
X

kµ

s
h̄

2"0!kV

⇣
âkµ ekµe

ik·x�i!kt + h.c.
⌘

(2.113)

This is called the mode expansion of the quantized electromagnetic field. The
rotation of the vector potential gives us the mode expansion of the magnetic field
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operator. It involves the polarization vectors k ⇥ ekµ = (!k/c)bkµ where for cir-
cular polarizations bkµ is actually proportional to ekµ. With linear polarizations,
one gets a vector orthogonal to the electric field, of course.

The electric field operator is found from the conjugate momentum field Ê =

�⇧̂/"0 and its mode expansion is

Ê(x, t) =
X

kµ

s
h̄!k

2"0V
i
⇣
âkµ ekµe

ik·x�i!kt � h.c.
⌘

(2.114)

B̂(x, t) =
X

kµ

s
h̄!kµ0

2V
i
⇣
âkµ bkµe

ik·x�i!kt � h.c.
⌘

(2.115)

It is a useful check that the relation E = �@tA also holds for the quantum fields.
These mode expansions are the basic “work horse” for quantum optics. To

memorize the formulas, a simple shortcut: the quantum theory works with the
same “mode functions” (here: plane waves) as in classical electrodynamics. The
electric field energy density for each mode, 1

2
"0|E|2, is equal to 1

2
h̄!k/V (sum the

squares of the two terms in the brackets), times the photon number â†kµâkµ. The
magnetic energy density gives the same contribution so that one photon carries
an energy density h̄!k/V . (This is for a plane wave mode delocalized over the
volume V , of course.)

Field commutators, turn

It is an instructive exercise to work out that the mode expansions (2.113, 2.114,
2.115) yield the following commutation relations between the field operators
(all of them follow from the basic commutator (2.91)):

i
h
Âi(x), Êj(x

0)
i
=

h̄

"0
�
?
ij(x� x

0) (2.116)

i
h
B̂i(x), Êj(x

0)
i
= � h̄

"0
✏ijk@k�(x� x

0) (2.117)

where the in the second equation, we have made use of the fact that under
the rotation r⇥, there is no difference between the normal and the transverse
�-function.
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Interaction with matter

If we keep the interaction with matter in the description, there is one additional
term in the Hamiltonian (density), �j ·A. To be precise, we need in the Coulomb
gauge the transverse current j? – in this way the theory becomes gauge invariant
with respect to gauge transformation allowed under the Coulomb gauge (A0 =

A+r� with r2
� = 0).

The interaction Hamiltonian with the transverse current takes the following
form in the quantized theory:

Hint = �
Z
d3
x j

?(x) ·A(x) (2.118)

= �
X

kµ

s
h̄

2"0!kV

n
akµekµ · j?⇤

k + h.c.
o
, (2.119)

where j?,k is the spatial Fourier transform. It is, of course, also possible to work
with the electric dipole interaction. The gauge transformation that leads to this
formulation can be read as a unitary transformation in the quantized field theory
(see the book by Cohen-Tannoudji & al. (1987) for a discussion).

2.5.5 Alternative formulations

— with continuous momentum (Fourier integrals).
— with general mode functions (Sec.2.6.4)
— a bit more of functional analysis (functional derivatives etc)
– the full matter+field quantum theory, incl relativistic matter

Continuous wave vectors. Mode expansion of electric field operator

E(x, t) =
Z
d3
k

s
h̄!k

2"0(2⇡)3
X

µ

⇣
ekµakµ e

ik·x + h.c.
⌘

(2.120)

We read off the replacement rule by comparison to (2.114): substitute V 7! (2⇡)3

and replace the summation over k by an integral. This changes, of course, the
dimensions of the annihilation operators. The commutation relation (2.102)
becomes h

âkµ, â
†
k0µ0

i
= �(k� k

0)�µµ0 (2.121)
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The interpretation is now that the operator

dN̂ = â
†
kµâkµ d

3
k (2.122)

gives the photon number in an element d3
k of the wavevector space. The total

photon number and the field energy are, for instance, given by

N̂ =
Z
d3
k
X

µ

â
†
kµâkµ, Ĥ =

Z
d3
k
X

µ

h̄!kâ
†
kµâkµ (2.123)

while they are sums in a finite quantization volume.

Quantization of wave packets. (See also the Section on page 70 on scalar product.)
We can also associate a bosonic operator to a “wavepacket’. Consider two orthogonal, transverse
vector fields f(k) and g(k) and construct

â =
R
d3k

P
µ f(k) · ekµakµ

b̂ =
R
d3k

P
µ g(k) · ekµakµ

(2.124)

Then the commutator is

[â, b̂†] =

Z
d3kd3k0

X

µµ0

f(k) · ekµg⇤(k0) · e⇤k0µ0 [akµ, a
†
k0µ0 ]

=

Z
d3k

X

µ

f(k) · g⇤(k) = 0 (2.125)

where we get the L
2 scalar product in the space of transverse vector fields. If the vector field f is

normalized in the corresponding L
2-norm, we get [â, â†] = 1. The operator â†â thus counts the

photon number in the “wave packet” described by f . These kinds of wave packets play the role
of the normalizable mode functions of the simple formulation with a finite quantization volume.
They are useful to describe few-photon pulses that are localized spatially and spread over some
frequency range.

2.6 Second turn
We give in this section a few more technical details on field quantization. The information
contained here is not part of the ordinary curriculum of this year.

2.6.1 Transverse �-function
We have encountered the ‘transverse �-function’ �?ij(x � x0) in the commutator (2.91) between
the vector potential and its canonically conjugate momentum. This is a distribution that acts
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like a �-function on fields with zero divergence, and projects an arbitrary vector field F on its
transverse part F?

F
?
l (x) =

Z
d3x0

�
?
lm(x� x0)Fm(x0) (2.126)

By definition, the transverse part has zero divergence, r · F? = 0. The projection is most easily
constructed in Fourier space

F
?
j (x) =

Z
d3k

(2⇡)3
k
2
�jl � kjkl

k2
F̃l(k) e

ik·x (2.127)

where F̃(k) is the spatial Fourier transform of F(x). This relation allows to deduce explicit
expressions for the transverse �-function.

Note that in the wave equation (2.79) for the vector potential, we have an alternative relation
between the current density j and its transverse part:

j? = j� "0@tr�,

The ‘longitudinal part’ that is subtracted here is thus related to the electrostatic field created by
the corresponding charge density. More details are discussed in the exercises.

2.6.2 Matter
Let us consider that all matter is made from charged point particles with charges e↵ and positions
r↵. The electric charge and current densities are then given by

⇢(x, t) =
X

↵

e↵�(x� r↵(t)), j(x, t) =
X

↵

e↵v↵(t)�(x� r↵(t)) (2.128)

The sum runs over all the particles. Charge conservation is ensured provided that ṙ↵ = v↵.
The point charges are thus the ‘sources’ for the electromagnetic field. But their motion is also

influenced by the fields via the Newton-Lorentz equations:

d

dt

m↵v↵p
1� v2↵/c

2
= e↵ (E(r↵) + v↵ ⇥B(r↵)) (2.129)

We use a relativistic framework here, and with the Lorentz factor, the time derivative is actually
the one for the relativistic particle momentum. Note that in these equations, the coordinate r↵
enters generally in a nonlinear way. This differs from the Maxwell equations that are linear in
the fields and potentials and whose solutions are linear in the charge and current distributions.
(The superposition principle can be applied, see Eq.(2.78).) All nonlinear effects in optics can
ultimately be traced back to the nonlinear response of matter to an applied electromagnetic field.

Quantization. The theory outlined so far describes physics at the end of the 19th century. It
is unable to describe a stable state of matter because of the ‘radiation catastrophe’: positive and
negative charges circle around each other, radiate electromagnetic waves and lose energy. Stable
bound states exist only when the particle dynamics is quantized—recall the hydrogen atom.
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Let us recall the typical energy and length scales for the hydrogen atom. The energy levels
in Hydrogen are given by

En = �Ryd

n2
= � me

4

2(4⇡"0)2h̄
2

1

n2
(2.130)

where the Rydberg constant is 1Ryd ⇡ 13.6 eV. (In cgs units, drop the factor (4⇡"0)2.) The size
of the Hydrogen atom is of the order of the Bohr radius

a0 =
4⇡"0 h̄

2

me2
(2.131)

The typical wavelength of an electromagnetic wave resonant with a transition in Hydrogen is
therefore of the order of

�̄ =
h̄c

Ryd
=

2

↵fs
a0 (2.132)

1

↵fs
=

4⇡"0 h̄c

e2
⇡ 137 (2.133)

Here, ↵fs is the fine structure constant. Its inverse can be understood as a measure of the speed
of light in ‘atomic units’ (the natural units for the Hydrogen problem). The value 1/↵fs ⇡ 137 is
fairly large. This means two things:

— the size of the hydrogen atom is small compared to the wavelength of resonant radiation:
the Lorentz force (2.129) has therefore only a weak dependence on r↵;

— the typical velocity of an electron in the Hydrogen atom is in the non-relativistic regime:
we can therefore use non-relativistic mechanics to describe the matter response.

This will justify several approximations for the atom-light interaction that we are going to make
in the rest of the lecture.

2.6.3 Lagrange-Hamilton formulation
Lagrangian. We now proceed to quantize the wave equation (2.79) in the ‘canonical way’.
The first step is to guess the corresponding Lagrangian. A good guess is the Lagrangian

L = �
X

↵

m↵c
2
p
1� ṙ2↵/c

2 +

Z
d3xLF+I (2.134)

where the Lagrangian density for the field and its interaction with the electric charges is given
by

LF+I =
"0

2

⇣
Ȧ+r�

⌘2
� 1

2µ0
(r⇥A)2 � �⇢+A · j. (2.135)

Via the Euler-Lagrange equations, one gets the Maxwell equations (2.77,2.79) for the fields and
the Newton-Lorentz equation (2.129) for the particles. Note that the Lagrangian (2.134,2.135)
is invariant under gauge transformations

� 7! �� @t�, A 7! A+r� (2.136)

where �(x, t) is an arbitrary smooth function. This gauge invariance is connected to charge
conservation.
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Coulomb gauge. We now proceed to specialize to the Coulomb gauge, simplify the La-
grangian and derive the Hamiltonian. We start with the terms involving the scalar potential in
the Lagrangian (2.135). The mixed term is

Ȧ ·r� = r · (Ȧ�)� �r · Ȧ (2.137)

The first term is a divergence, and leads to a surface integral when integrated over the volume.
We adopt the usual boundary condition that at the (infinitely remote) surface, the fields vanish:
then this term is zero. The second term is zero in the Coulomb gauge r ·A = 0.

The term quadratic in the scalar potential is

(r�)2 = r · (�r�)� �r2
� = r · (�r�) + �⇢/"0 (2.138)

using the Laplace equation (2.77). The second term thus combines with the interaction part ��⇢

in the Lagrangian that becomes � 1
2�⇢. This energy can be interpreted as the Coulomb interaction

energy between the charges:

VCoul =
1

2

Z
dx �⇢ =

1

2

Z
d3x d3x0 ⇢(x)⇢(x0)

4⇡"0 |x� x0| (2.139)

=
1

2

X

↵�

e↵e�

4⇡"0 |r↵ � r� |
(2.140)

where the factor 1
2 ensures that all pairs of charges are only counted once. The divergent self-

interaction for r↵ = r� also appears here. It is usually discarded. The key point to note is that in
the Coulomb gauge, the contribution of the scalar potential depends only on the particle coordinates.
It is not a proper degree of freedom of the fields.

To summarize, in the Coulomb gauge, the Lagrangian can be split into the following form:

L = �
X

↵

m↵c
2
p
1� v2↵/c

2 � VCoul({r↵}) +
Z

d3xL?
F+I (2.141)

with
L?
F+I =

"0

2
Ȧ2 � 1

2µ0
(r⇥A)2 +A · j. (2.142)

We have added the subscript ? to remind ourselves that this is only valid if the vector potential
is transverse.

Hamiltonian. For the Hamiltonian, we need the canonical momenta conjugate to r↵ and A:

p↵ =
@L

@ṙ↵
=

mṙ↵p
1� ṙ2↵/c

2
+ e↵A(r↵) (2.143)

⇧(x) =
�L

�Ȧ(x)
= "0Ȧ(x) (2.144)

The particle momentum contains the relativistic kinetic momentum and an electromagnetic con-
tribution. For the field momentum, it looks as if "0 where the ‘mass’ and Ȧ the velocity. But the
derivative looks strange, it is a . . .
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Functional derivative. In the field case, we have a continuous collection of degrees of
freedom, labelled by the space-points x. This requires a generalization of the notion of a deriva-
tive to the infinite-dimensional case: the ‘functional derivative’ �L/�Ȧ(x). It is the generalization
of a gradient.

In mathematical terms, if we have a ‘functional’ L[A(x)], i.e. a mapping from the space of
vector fields into the real numbers, its functional derivative is defined by the following approxi-
mation:

L[A(x) + �A(x)] ⇡ L[A(x)] +

Z
d3x

�L

�A(x)

����
A(x)

�A(x) +O(�A2) (2.145)

Here, the second line is an example of a linear functional because the integral is linear in �A(x).
The function with which the small deviation �A(x) is weighted under the integral defines the
functional derivative. A mathematical theorem ensures that in a suitable space of functions, all
linear functionals take this integral form.

It is a simple exercise to derive with (2.145) expression (2.144) for the field momentum ⇧.
We shall return to a less trivial example below.

The Hamiltonian is given by

H =
X

↵

p↵ · ṙ↵ +

Z
d3x⇧ · Ȧ� L (2.146)

where the field part is the obvious generalization to a continuous set of degrees of freedom.
Putting everything together, we get

H =
p
[p↵ � e↵A(r↵)]2c2 +m2c4 + VCoul({r↵})

+

Z
d3x


⇧2

2"0
+

(r⇥A)2

2µ0

�
(2.147)

where the interaction between matter and (transverse) field arises due to the ‘minimal coupling’
prescription only. (The term linear in j in the Lagrangian cancels with the term linear in ṙ↵
in (2.146).)

Canonical equations. The motion of particles and fields in the Hamiltonian formalism
can be described in a compact way in terms of Poisson brackets. We discuss this in some detail
because they provide another example of functional derivatives and because they bear strong
similarities to the commutators of the quantum theory. In addition, it turns out to be tricky to
get the transverse wave equation (2.79).

The Poisson bracket provides the time evolution of any function Q (or functional) of the
coordinates and momenta by

Q̇ = {H, Q} (2.148)

where we define

{A, B} =
X

↵

@A

@p↵
· @B
@r↵

� @A

@r↵
· @B

@p↵

+

Z
d3x


�A

�⇧(x)
· �B

�A(x)
� �A

�A(x)
· �B

�⇧(x)

�
(2.149)
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Here, functional derivatives with respect to A and ⇧ appear for the fields. The Poisson bracket
is antisymmetric in A and B and satisfies a ‘Jacobi identity’ (as does the commutator).

By working out {H, r↵}, only the second term of the first line in (2.149) contributes,
and we get (after some calculations) the relativistic relation between velocity and momentum,
Eq.(2.143). This is left as an exercise. Similarly, one gets Ȧ = ⇧/"0.

A more complicated calculation is needed for ⇧̇ where we have to evaluate

� �

�A(x)

p
[p↵ � e↵A(r↵)]2c2 +m2c4 (2.150)

We note first that
�A(r↵)

�A(x)
= �(r↵ � x) (2.151)

because the ‘evaluation functional’ A 7! A(r↵) is of course a linear functional. (For mathemati-
cians, this property defines the �-function.) To proceed, we use the usual rules of differential
calculus and get

� �

�A(x)

p
[p↵ � e↵A(r↵)]2c2 +m2c4 = �(r↵ � x)

e↵(p↵ � e↵A(r↵))c2p
[p↵ � e↵A(r↵)]2c2 +m2c4

(2.152)

Performing the same calculations as for the particles’ equations of motion, this can be written as
the current density j(x).

The last term now involves the derivative

� �

�A(x)

1

2µ0

Z
d3x(r⇥A)2 (2.153)

that we handle with the mathematical definition (2.145). Consider a small change a(x) of the
vector potential. To linear order, this gives a change

(r⇥ (A+ a))2 � (r⇥A)2 ⇡ 2(r⇥ a) · (r⇥A)

= 2r · [a⇥ (r⇥A)] + 2a · [r⇥ (r⇥A)] (2.154)

the first term is a divergence and vanishes after integrating over all space. The second one
contains a multiplied with a weighting function so that we get

� 1

2µ0

�

�A(x)

Z
d3x(r⇥A)2 = � 1

µ0
r⇥ (r⇥A) (2.155)

Putting everything together, we have for the equation of motion of the vector potential:

⇧̇ = "0Ä = j(x)� 1

µ0
r⇥ (r⇥A) . . . wrong (2.156)

which is nearly equivalent to the wave equation (2.79). The point is that the source term is the
‘full current’, not its transverse part. This is actually an error in our calculation because we did
not take into account the fact that the vector potential is restricted to be transverse.

A simple way to repair this is to use A? in the Lagrangian (2.141) and the Hamilto-
nian (2.147). Now, the link between A? and the ‘full’ A is a linear functional (actually, a
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linear projector). This can be seen in the following way: consider an arbitrary A and perform a
gauge transformation (2.136) to remove the nonzero divergence. This fixes the ‘gauge function’
to satisfy

r2
� = �r ·A (2.157)

whose solution (vanishing at infinity) is given by a ‘superposition of Coulomb potentials’:

�(x) =
1

4⇡

Z
d3x0 r0 ·A(x0)

|x� x0| (2.158)

where r0 means the gradient with respect to x0. After the gauge transformation, the now trans-
verse vector potential is given by

A?(x) = A(x) +
1

4⇡

Z
d3x0 [r0 ·A(x0)]r 1

|x� x0| (2.159)

Now, for the distance r = |x� x0|, we have r(1/r) = �r0(1/r). After one integration by parts:

A?i(x) =

Z
d3x0

�
?
ij(x� x0)Aj(x) (2.160)

where the transverse �-function appears for which we have just derived the following represen-
tation

�
?
ij(x� x0) = �ij�(x� x0) +

1

4⇡
@
0
j@

0
i

1

|x� x0| (2.161)

A careful evaluation of the second derivatives (Appendix AI of Cohen-Tannoudji & al. (1987))
yields the explicit result

�
?
ij(x� x0) =

2

3
�ij�(x� x0)� 1

4⇡

✓
�ij

r3
� 3

rirj

r5

◆
, r = x� x0 (2.162)

By construction, the transverse �-function acts like a usual �-function on vector fields that are
already transverse. We can interpret it as the ‘unit operator’ in the space of transverse vector
fields.

Finally, if we write A? in the Hamiltonian, the equations of motion for A?i(x) lead to the
following term

Z
d3x0 �H

�⇧j(x0)

�A?i(x)

�Aj(x0)
=

Z
d3x0 �H

�⇧j(x0)
�
?
ij(x� x0) =

✓
�H

�⇧(x0)

◆

?i

(2.163)

The functional derivative with respect to A makes the transverse �-function appear. The integral
over x0 then projects the functional derivative with respect to ⇧ into the transverse subspace.
In this way, the time derivative of A? is transverse, as it should be in order to maintain the
Coulomb gauge at all times.

The same procedure applies to the equation of motion for the field momentum: the bottom-
line is that the source current j is ‘transversalized’, leading to the correct wave equation (2.79):

1

µ0
r⇥ (r⇥A) + "0Ä = j� "0@tr� ⌘ j?

where � is the scalar potential created by the charge density (and thus ‘enslaved’ by the matter
degrees of freedom).
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2.6.4 Quantization
Mode expansion. The next step is to look for ‘normal modes’ of this field theory. We first
identify some general requirements for the modes. The passage to plane waves is a little bit
tricky and is treated in detail in Sec. 2.5.2. Note that we ignore for the moment the matter-field
coupling: wo focus on the field Hamiltonian only.

We adopt the expansion
 

A(x, t)

⇧(x, t)

!
=
X



f(x)

 
q(t)

p(t)

!
(2.164)

where the ‘mode functions’ f(x) carry the space dependence and the ‘coordinates’ q(t) and
‘momenta’ p(t) the time-dependence.

The Coulomb gauge requires, of course, r·f(x) = 0: the mode functions must be transverse.
We want the Hamiltonian to adopt a simple form using these modes. The space integral over

⇧2 becomes simple if we impose the modes to be orthogonal:
Z
d3x f(x) · f0(x) = N�0 (2.165)

where N is a normalization constant that we fix later. The momentum-part of the Hamiltonian
then becomes

1

2"0

Z
d3x⇧2 =

X



N
p
2


2"0
(2.166)

Similarly, for the integral over (r⇥A)2. Integrating by parts:
Z

d3x (r⇥ f) · (r⇥ f0)

=

Z
dA · [f ⇥ (r⇥ f0)] +

Z
d3x f · [r⇥ (r⇥ f0)] (2.167)

The volume integral, strictly speaking, must be evaluated over a finite volume only, otherwise,
we could not work with a discrete set of mode labels . The boundary term can nevertheless be
made to vanish if either (i) the mode function f or its curl (r ⇥ f0) is required to vanish on
the boundary of the volume or (ii) periodic boundary conditions on ‘opposite faces’ of a cubic
volume are assumed. The case (i) is appropriate for modes in a cavity with perfectly conducting
boundaries: then, f is proportional to the electric field, and the integrand in Eq.(2.167) van-
ishes because the field is normal to the boundary. The case (ii) is the favorite one for theorists
because the mode functions can be taken as plane waves. Note that the eigenfrequencies of the
two cavities are not the same. We ignore for the moment the complications of complex mode
functions (see details below and the exercises) and continue.

The volume integral in (2.167) is reduced to the orthogonality relation if we require the
mode functions to be eigenfunctions of the (vector) Helmholtz equation:

r⇥ (r⇥ f) = "0µ0!
2
f (2.168)

(This equation is actually equivalent to the scalar Helmholtz equation for all components of f
because of transversality.)
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With all these assumptions taken together, the Hamiltonian for the field takes the form

HF =
X




N

2"0
p
2
 +

"0

2
N!

2
q

2


�
(2.169)

We now fix the normalization to be N = 1 and get a sum of harmonic oscillator Hamiltonians,
one for each mode  with ‘mass’ "0 and frequency !.

Note: the construction of field modes is a ‘classical problem’ of electrodynamics, it has noth-
ing to do with quantum mechanics. The word ‘quantization volume’ that is sometimes used (to
ensure that the mode index  is discrete) is therefore misleading. Quantization is something
different, as we shall see now.

Mode operators. Quantization proceeds by promoting the p and q to operators with the
commutation relations

i

h̄
[p, q0 ] = �0 (2.170)

The choice for this commutator is similar to the one for the particle coordinates and momenta
in ordinary quantum mechanics. So in the end, field quantization is nothing else but ordinary
quantization, once the dynamics of the field is reduced to a discrete set of ‘normal modes’. The
procedure that we have followed was first laid out by Dirac. It is called ‘canonical quantization’.

The commutator between the fields becomes

i

h̄
[⇧i(x), Aj(x

0)] =
X



fi(x)fj(x
0)

!
= �

?
ij(x� x0) (2.171)

The last equality is obtained by applying the canonical quantization scheme directly to the fields,
care being taken that the fields (operators) ‘live’ in the space of transverse vector fields (opera-
tors). It means that the mode functions f(x) form a complete set of functions in the transverse
field space. To implement this equality, one takes in practice the limit of an infinitely large quan-
tization volume where the sum degenerates into an integral. With discrete functions, one can
actually represent only a ‘finite volume version’ of the transverse �-function—the one that comes
by applying the finite volume boundary conditions to the equation (2.157).

For the harmonic oscillator, creation and annihilation operators are a convenient tool to
construct the Hilbert space of quantum states. In our context, these operators, a† and a, corre-
spond to the ‘creation’ and ‘destruction’ of one ‘photon’. The mode coordinate and momentum
operators are given by

q =

r
h̄

2"0!

�
a + a

†


�
(2.172)

p =

r
h̄"0!

2
i
�
a
†
 � a

�
(2.173)

where we continue to write "0 for the oscillator mass and where the commutation relation is
h
a, a

†
0

i
= �0 (2.174)
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The field Hamiltonian then takes the form

HF =
X



h̄!

2

�
aa

†
 + a

†
a

�
=
X



h̄!

�
a
†
a + 1

2

�
(2.175)

The last way of writing makes two essential things explicit:

— the energies (the energy eigenvalues!) of a given field mode are quantized in units of h̄!

(a ‘photon energy’) and the ‘number of photons’ is represented by the operator a†a.

— The ground state of the field corresponds to the state |vaci such that a|vaci = 0 for
all . This is an energy eigenstate whose energy is infinite, 1

2

P
 h̄!, the sum over the

‘zero-point energies’ of all the modes.

To summarize, we give the mode expansions of the vector potential that we have found

A(x, t) =
X



r
h̄

2"0!
f(x)

�
ae

�i!t + a
†
e

i!t
�
. (2.176)

We have used here the Heisenberg picture for the vector potential operator. From the Hamilto-
nian (2.175), it is easy to show that the operator a(t) evolves with a complex exponential e�i!t.
This is also called a ‘positive frequency operator’. It can be shown that operators that destroy
particles and lower the energy of a quantum state are always positive frequency operators.

Plane wave modes. For completeness, we give here the plane-wave expansion for the field
mode functions. These are complex, and therefore they are normalized according to

Z
d3x f⇤(x) · f0(x) = �0 (2.177)

instead of Eq.(2.165). This can be ensured with the choice

f(x) =
1p
V
ee

ik·x (2.178)

where V is the volume of the box with periodic boundary conditions, k is a discrete wave vector:
it increases in steps of 2⇡/V 1/3 for a cubic box. And e is a ‘transverse’ polarization vector
with the property k · e = 0. There are two mutually orthogonal choices of polarization for a
given k. (These can be complex, describing circular polarization.) The frequency of this mode is
! = |k|/p"0µ0 = c|k|, as can be seen from the Helmholtz equation (2.168). The magnetic field
is oriented along k⇥ e ⌘ (!/c)b.

Finally, the quantized vector potential, electric and magnetic fields are given in terms of the
following plane wave expansion

A?(x, t) =
X



r
h̄

2"0!V

⇣
ee

i(k·x�!t)a + h.c.
⌘
. (2.179)

E?(x, t) =
X



r
h̄!

2"0V

⇣
iee

i(k·x�!t)a + h.c.
⌘
. (2.180)

B(x, t) =
X



r
h̄!µ0

2V

⇣
ibe

i(k·x�!t)a + h.c.
⌘
. (2.181)
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Sometimes, you may encounter these formulas without the factor i. Then the operators iak�
are being used instead, but they have the same commutation relations. Note that Eq.(2.180)
gives only the ‘transverse’ part of the electric field. The ‘longitudinal’ part, �r�, is determined
according to (2.77) by the charge density.

Note: A useful shortcut to derive the prefactors is the following: for each mode, match the en-
ergy density 1

2"0E
2+(1/2µ0)B2 to the photon energy per quantization volume, (h̄!/V )(a†a+

1
2 ). In free space, the electric and magnetic energy densities are equal. Average over the spatial
oscillations in E2 for simplicity.

Exercise. Show that the momentum of the field can be written as a sum over modes as
well. With plane wave modes, the momentum per mode is quantized in units of h̄k, as expected.
Arbitrary cavity modes involving sin or cos functions are not eigenfunctions of the momentum
operators, therefore their momentum is not well-defined. A ‘cavity photon’ therefore does not
have a well-defined momentum.

Exercise. Write the equation of motion for a mode operator a and include the source
current. Solve it for known time-dependence of current.
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